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1.Introduction - FAS Application

Surveillance scenes

4th Chalearn Face Anti-spoofing Workshop and Challenge@CVPR2023 

Face Anti-spoofing in the wild

Face anti-spoofing (FAS) plays a vital role in securing 

face recognition systems from presentation attacks.

https://sites.google.com/view/face-anti-spoofing-challenge/welcome/challengecvpr2023


1.Introduction - FAS pipeline

(a) FAS could be 

integrated with face 

recognition systems with 

paralled or serial

scheme for reliable face ID 

matching. 

(b) Visualization of several 

classical face spoofing 

attack types in terms of 

impersonation/obfuscation, 

2D/3D, and whole/partial 

evidences.

Yu, Zitong, et al. "Deep learning for face anti-spoofing: A survey." TPAMI, 2022.



1.Introduction – Deep learning based FAS methods

Focusing on this

Yu, Zitong, et al. "Deep learning for face anti-spoofing: A survey." TPAMI, 2022.



2.Related Works - Hybrid FAS vs Deep Learning(End to End) 

Hybrid frameworks for FAS. (a) Deep features from handcrafted features. (b) Handcrafted 

features from deep features. (c) Fused handcrafted and deep features.



2.Related Works - From Local Binary Pattern(LBP) to CDCN (CVPR 2020)

YU, Zitong, et al. Searching central difference convolutional networks for face anti-spoofing. CVPR 2020.



2.Related Works - Adaptive vision transformers (ViT) for FAS (ECCV 2022)

HUANG, Hsin-Ping, et al. “Adaptive transformers for robust few-shot cross-domain face anti-spoofing.” ECCV 2022.

Tseng, Hung-Yu, et al. "Cross-domain few-shot classification via learned feature-wise transformation.“ ICLR 2020.

Ensemble adapters is 

adapted for face anti-spoofing task

FWT integrates a feature-wise 

transformation to augment the 

intermediate feature activations

with affine transformations.

(Gaussian distributions)

Improve performance by leveraging diverse modalities

(Incorporating separate encoders for each modality)

e.g., RGB+Reflection+Depth



2.Related Works – Vision Language Pre-training (CLIP)

Radford, Alec, et al. "Learning transferable visual models from natural language supervision." ICML 2021.

the simple pre-training task of predicting which caption goes with which image is an efficient and scalable way to learn SOTA 

image representations from scratch on a dataset of 400 million (image, text) pairs collected from the internet.

Contrastive learning and Self-supervised learning.



3.Methods – Multimodal & Contrastive learning 

Multimodal contrastive learning strategy to boost generalization with CLIP encoder.



3.Method - Overview of the proposed FLIP framework 



3.Method - Image Encoder 

M :  fixed-size patches

d : patch embeddings  

class feature_generator_clip(nn.Module):

def __init__(self):
super(feature_generator_clip, self).__init__()
self.vit, _ = clip.load("ViT-B/16", device='cuda')
self.vit = self.vit.visual

def forward(self, input):
feat = self.vit.forward_full(input)
return feat

The final image representation x is obtained 

by linearly projecting the class token Ck

from the last transformer block 



3.Method - Text Encoder 

Word embedding

def encode_text(self, text):
x = self.token_embedding(text).type(self.dtype)
x = x + self.positional_embedding.type(self.dtype)
x = x.permute(1, 0, 2) # NLD -> LND
x = self.transformer(x)
x = x.permute(1, 0, 2) # LND -> NLD
x = self.ln_final(x).type(self.dtype)
x = x[torch.arange(x.shape[0]), text.argmax(dim=-1)] @ self.text_projection

return x

The final text representation z is obtained 

by projecting the text embeddings 

corresponding to the last token of the last 

transformer block

A Base size we use a 63M-parameter 12- layer 

512-wide model with 8 attention heads. (GPT-2)

The transformer operates on a lower-cased Byte 

Pair Encoding (BPE : subword tokenizer) 

representation of the text with a 49,152 vocab size.



3.Method – Contrastive Loss (SimCLR)

Contrastive representation learning for images has found that contrastive objectives can learn better 

representations than their equivalent predictive objective.

The InfoNCE (Nagative Constrastive) loss was adapted for contrastive (text, image) representation learning.

Oord, A. V. D., Li, Y., & Vinyals, O. Representation learning with contrastive predictive coding. arXiv preprint.

CHEN, Ting, et al. A simple framework for contrastive learning of visual representations. ICML 2020.

SimCLR - two separate data augmentation operators are 

sampled from the same family of augmentations (t ∼ T and t’ ∼ T )



3.Method – FLIP Vision

Pre-trained CLIP model and use only its image encoder V and discard the text encoder L

self.classifier_layer = nn.Linear(512, 2)

Representations produced by CLIP have shown impressive out-of-the-box performance for 

many downstream vision applications based on natural images such as classification, 

object detection, and segmentation.

criterion = {'softmax': nn.CrossEntropyLoss().cuda()}
classifier_label_out , feature = net1(input_data, True)
cls_loss = criterion['softmax'](classifier_label_out.narrow(0, 0, 
input_data.size(0)), source_label)



3.Method – FLIP IT(Image-Text Similarity)

FLIP-Image-Text similarity, we obtain the prediction with the help of language 

supervision instead of using the MLP head.

z : text representation, x : image representation, τ : temperature parameter

Aligning the image with a multitude of natural language class 

descriptions enables the model to learn class specific clues. 



3.Method – FLIP-MCL(Multimodal-Contrastive-Learning)

View-based self-supervised learning methods

the cross-entropy loss applied on the cosine similarity logits

image encoder V

non-linear projection network H

text representations



4. Experiments - Datasets and DG Protocols

Real

Attack

Video(RGB) -> Frame sampling -> Crop Face 256x256 (MTCNN)

many redundant images.



4. Experiments - Implementation Details

Protocol 1 : The widely used cross-domain FAS benchmark datasets, 

MSU-MFSD (M)[1], CASIA-MFSD (C)[2], Idiap Replay Attack (I)[3], and OULU-NPU (O) [4]. 

OCI (source domains) → M (target domain)

Protocol 2 : The large-scale FAS datasets, 

WMCA (W), CASIA-CeFA (C), and CASIA-SURF (S).

CS (source domains) → W (target domain)

Protocol 3 : The low-data regime as a single-source-to-single-target. (a total of 12 different scenarios.

C → I ,C → M, C → O, I → C, I → M, I → O, M → C, M → I, M → O, O → C, O → I, O → M

For all protocols, we incorporate CelebA-Spoof as supplementary training data to enhance the 

diversity of training samples, 

[1] Di Wen, et al. Face spoof detection with image distortion analysis. IEEE Transactions on Information Forensics and Security, 2015.

[2] Zhiwei Zhang, et al. A face antispoofing database with diverse attacks. IAPR International Conference on Biometrics (ICB), 2012.

[3] Ivana Chingovska, et al. On the effectiveness of local binary patterns in face antispoofing. (BIOSIG), 2012.

[4] Zinelabinde Boulkenafet, et al. Oulu-npu: A mobile face presentation attack database with real-world variations. IEEE International Conference on 

Automatic Face & Gesture Recognition 2017. 



4. Experiments - Implementation Details

Crop and resize the face images to 224 × 224 × 3 and split them into a patch size of 16 × 16.

Adam optimizer and set the initial learning rate to 10^6 and weight decay to 10^6

batch size of 3 in Protocol 1, Protocol 3.

batch size of 8 in Protocol 2.

FLIP-V uses a two-layer MLP head containing fully connected layers of dimensions 512 and 2.

Dimensionality of image representation is 768

Dimension of the shared vision-language embedding space is 512

train for 4000 iterations

FLIP-V update all the layers of the image encoder and MLP.

FLIP-IT update all the layers of the image and text encoders.

FLIP-MCL update all the layers of the image encoder, text encoder, and the non-linear projection network H.

H consists of 3 linear layers of dimensions 512, 4096, and 256, and the first two layers are followed by 

BatchNorm and ReLU.



4. Experiments – Evaluation metric

LIU, Ajian, et al. Casia-surf cefa: A benchmark for multi-modal cross-ethnicity face anti-spoofing. WACV 2021.

Print attack, Replay/video attack ,3D mask attack

Attack Presentation Classification Error Rate (APCER)

Normal Presentation Classification Error Rate (NPCER)

Average Classification Error Rate (ACER)



4. Experiments - Cross-domain FAS Performance



4. Experiments - Cross-domain FAS Performance



4. Experiments - Ablation Studies

Similarly, the performance degrades 

when β = 0 or γ = 0, verifying that the 

self-supervised losses indeed facilitate 

better generalization.

[1] BAO, Hangbo, et al. Beit: Bert pre-training of image transformers. arXiv preprint arXiv:2106.08254, 2021.

[16] Hsin-Ping Huang, et al. Adaptive transformers for robust few-shot cross-domain face anti-spoofing. ECCV 2022.



4. Experiments - Ablation Studies



4. Experiments – Visualization (Attention maps on spoof images)

FLIP-MCL model on the spoof 

samples in Protocol 1 and Protocol 2.

Protocol 1 only print and replay 

attacks - attention highlights are on 

the spoof-specific clues such as 

paper texture (M), edges of the paper 

(C), and moire patterns (I and O).

Protocol 2 focuses on spoof clues 

such as the edges of the

paper/screen or the reflection on the 

screen.

https://en.wikipedia.org/wiki/Moir%C3%A9_pattern

https://en.wikipedia.org/wiki/Moir%C3%A9_pattern


4. Experiments – Visualization (Mis-Classified examples)

Some of the bonafide samples 

are mis-classified as spoof due 

to low image resolution and 

lighting variations.

For the spoof samples, the mis-

classification could be attributed 

to the adverse change in lighting 

conditions.

Samples in O have higher 

resolution compared to

the other datasets as shown, 

and this could be attributed to

mis-classifying spoof as real.

The real samples being mis-

classified as spoof is either due 

to a) Pixelization, b) extreme 

pose changes, or c) darker 

lighting conditions



5.Conclusion

(+) Vision-language pre-training (e.g., CLIP) have excellent generalization compared to their 

counterparts trained only on images. (ability for the face anti spoofing task)

(+) The rich multimodal representations learned by these models enable them to work well, even if only 

the image encoder is finetuned and used for presentation attack detection.

(+) Text encoder further boosts generalizability.

(+) Multimodal contrastive learning also enhances the generalizability across data regimes and domain 

gaps

(-) The additional computational overhead involved in invoking the text encoder during training

(-) To explore if these conclusions hold for other VLP foundation models

(-) Prompt learning is also a potential way to further improve performance



※ FAS with prompt engineering

MU, Lianrui, et al. TeG-DG: Textually Guided Domain Generalization for Face Anti-Spoofing. arXiv 2023.11.30

Text descriptions across different domains can be leveraged to bridge the gap between various visual domains



Thanks 
Any Questions?
You can send mail to 

Susang Kim(healess1@gmail.com)

mailto:healess1@gmail.com
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